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Accurate prediction of disease-risk factors 
from volumetric medical scans by a deep 
vision model pre-trained with 2D scans

The application of machine learning to tasks involving volumetric 
biomedical imaging is constrained by the limited availability of annotated 
datasets of three-dimensional (3D) scans for model training. Here we 
report a deep-learning model pre-trained on 2D scans (for which annotated 
data are relatively abundant) that accurately predicts disease-risk factors 
from 3D medical-scan modalities. The model, which we named SLIViT (for 
‘slice integration by vision transformer’), preprocesses a given volumetric 
scan into 2D images, extracts their feature map and integrates it into a 
single prediction. We evaluated the model in eight different learning 
tasks, including classification and regression for six datasets involving 
four volumetric imaging modalities (computed tomography, magnetic 
resonance imaging, optical coherence tomography and ultrasound). SLIViT 
consistently outperformed domain-specific state-of-the-art models and 
was typically as accurate as clinical specialists who had spent considerable 
time manually annotating the analysed scans. Automating diagnosis tasks 
involving volumetric scans may save valuable clinician hours, reduce data 
acquisition costs and duration, and help expedite medical research and 
clinical applications.

Biomedical imaging analysis is a critical component of clinical care, 
with widespread use across multiple domains. For example, analys-
ing optical coherence tomography (OCT) images of the retina allows 
ophthalmologists to diagnose and follow up on ocular diseases, such 
as age-related macular degeneration (AMD), and tailor appropriate 
and personalized interventions to delay the progression of retinal 
atrophy and irreversible vision loss1,2. Another example is the analysis  
of heart function using cardiac imaging, such as heart computed 
tomography (CT) and ultrasound. Monitoring heart function can help 
cardiologists assess potential cardiac issues, prescribe medications to 
improve a medical condition, such as reduced heart ejection fraction, 
and guide treatment decisions3,4. Lastly, radiologists’ analysis and regu-
lar monitoring of breast imaging such as mammography and magnetic 
resonance imaging (MRI) help detect early breast cancers, initiate a 
consequent interventive therapy and determine the effectiveness of 
such therapeutics5,6. These medical insights and actionable information 

are obtained following an expert’s time-intensive manual analysis. The 
automation of these analyses using artificial intelligence may further 
improve healthcare as it reduces costs and treatment burden7.

Deep vision models, such as convolutional neural networks (CNNs) 
and their derivatives, are considered state-of-the-art methods to tackle 
computer vision tasks in general8,9 and biomedical-related vision tasks 
in particular10. To train a deep vision model to accurately learn and 
predict a target variable in a general vision task (excluding segmenta-
tion tasks) from scratch, a very large number of training samples are 
needed. Transfer learning addresses this challenge by pre-training a 
vision model for a general learning task on a very large dataset and then 
using this general model as a starting point for training a specialized 
model on a much smaller dataset11. The key advantage of transfer learn-
ing is that the pre-training can be done on a large dataset in another 
domain, where data are abundant, and then the fine-tuning can be 
done using a small dataset in the domain of interest. This approach is 
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In this Article, we present the slice integration by vision trans-
former (SLIViT) framework, a uniform 3D-based deep-learning 
model that overcomes the annotation bottleneck and is adept at 
volumetric-biomedical-imaging learning tasks. We leverage the combi-
nation of a 2D ConvNeXt-based40 feature-map extractor and a tweaked 
ViT41 together with cross-dimension and cross-domain (that is, imag-
ing modality, organ and pathology) transfer learning. The 2D-based 
feature-map extractor allows leveraging previous 2D biomedical (and 
non-biomedical) vision knowledge when extracting information from 
a given volume in a variety of biomedical-imaging modalities. Then, 
the attention-based mechanism of the ViT allows integration of the 
extracted information across the 2D frames (henceforth interchange-
ably referred to as ‘slices’) of the volume in question and reconstruction 
of long-range dependencies of the volume’s depth dimension. We 
demonstrate the generalizability and utility of SLIViT in very different 
biomedical domains, including retinal-disease risk biomarkers diagno-
sis in 3D OCT scans, cardiac function in heartbeat ultrasound videos, 
hepatic-disease severity assessment from 3D MRI liver scans and pul-
monary nodule-malignancy screening in 3D CT chest scans. We show 
that SLIViT consistently attains significantly improved performance 
compared with both strong generic baselines and domain-specific 
state-of-the-art models. Notably, SLIViT provides these improved 
performance results across data modalities with neither tailoring the 
architecture nor extensively optimizing hyperparameters per (task or) 
data modality, unlike other biomedical-imaging learning methods (for 
instance, refs. 7,13,19). We further show that SLIViT is robust to frame 
permutation, suggesting that it could be applied to datasets in which 
the slice order (within a volume) is not recorded. Finally, we demon-
strate that SLIViT’s performance is comparable to clinical specialists’ 
manual annotation and that it shortens the annotation time by a factor 
of 5,000; hence it can potentially be used to save resources, reduce the 
burden on clinicians and expedite ongoing research7.

Results
A unified artificial-intelligence framework for analysing 
volumetric-biomedical-imaging data
In this study, we devise SLIViT, a deep-learning vision model for auto-
matic annotation of clinical features in 3D biomedical images. An over-
view of SLIViT is summarized in Fig. 1. SLIViT preprocesses volumes 
into 2D images, which then pass through two 2D-based deep vision 
architectures: (1) a ConvNeXt backbone module40 that extracts a feature 
map for the slices (that is, 2D frames of a volume) and (2) a ViT module41 
that integrates this feature map into a single diagnosis prediction. 
One key part of SLIViT is that its feature-map extractor is initialized 
by pre-trained weights. These weights are obtained by pre-training a 
ConvNeXt first on ImageNet16 and then on a 2D biomedical-imaging 
dataset. This pre-trained network can then be fine-tuned for different  
diagnostic tasks in volumetric-biomedical-imaging data using a 
relatively small training set (down to a few hundred samples). The 
premise behind this approach is that different biomedical-imaging 
modalities share a common set of visual features, and so, a network 
trained on one 2D biomedical-imaging learning task could serve as 
a useful training starting point for another network that deals with a 
volumetric-biomedical-imaging learning task.

To cope with volumetric data, we treat each volume as a set of 
slices. A similar technique, also known as 2.5D, was shown to be effec-
tive for volumetric data modalities42. Essentially, each original slice 
of the volume is embedded into a single feature map. However, to 
reduce memory overhead43, the slices are tiled and processed as a 
single elongated 2D image (rather than a set of separate slices), such 
that it conforms with the input dimension expected by the 2D-based 
feature-map extractor. Once the feature map is extracted, it is divided 
into patches, each (roughly) representing features extracted from 
the corresponding original slice. The patches are then paired with 
(trainable) positional embeddings and comprehensively aggregated 

specifically useful in clinical environments or when considering emerg-
ing biomedical-imaging modalities, where the available data are often 
very limited. Using a transfer learning approach, a plethora of previ-
ously developed deep vision methods analysing two-dimensional (2D) 
biomedical-imaging data12–15 were first pre-trained on over a million 
labelled natural images (in a supervised fashion) taken from ImageNet16 
and, later on, fine-tuned to a specific biomedical-learning task on a 
much smaller number of labelled biomedical images (typically fewer 
than 10,000). Some methods used self-supervised-based transfer 
learning techniques relying mainly on unlabelled biomedical data17–19, 
and others combined both natural and biomedical images7,20. Overall, 
the understanding that pre-trained weights can be leveraged as ‘prior 
knowledge’ for fine-tuning downstream learning tasks was a core fac-
tor in the fruitfulness of the majority of these 2D biomedical-imaging 
deep vision models.

Many diagnoses rely, however, on volumetric biomedical imaging 
(for instance, 3D OCT or 3D MRI scans), and transfer learning is not 
directly applicable, as in contrast to the 2D domain there is no large 
annotated ‘ImageNet-like’ dataset of structured 3D scans. Moreover, 
annotating 3D biomedical images is far more labour prohibitive than 2D 
images. For example, a 3D OCT scan that is composed of 97 2D frames 
(usually referred to as B-scans) normally requires a 5–10 min inspection 
of a highly trained clinical retina specialist to detect retinal-disease bio-
markers, such as the volume of a drusen lesion21. Therefore, considering 
the resources typically devoted to such a task, it is practically infeasible 
to annotate 100,000 (or more) volumes to eliminate the necessity 
of supervised transfer learning. In fact, even merely compiling such 
a large-sized volumetric dataset (without labels) that is required for 
self-supervised-based learning22 could be cost, processing and storage 
prohibitive19 when standard resources are available23,24. These gaps are 
acute because state-of-the-art models for 3D image analysis, such as 3D 
ResNet25 and 3D Vision Transformer26 (ViT), involve the optimization 
of a very large number of parameters, thus requiring large datasets 
for training27.

Nonetheless, several attempts were undertaken to tackle 
volumetric-biomedical-imaging learning tasks with sparsely anno-
tated training datasets on different data modalities. For instance, 
SLIVER-net was designed for binary classification of AMD biomarkers 
in 3D OCT scans28. EchoNet was designed to predict heart ejection 
fraction in ultrasound videos29. A few other recent studies achieved 
state-of-the-art performance using 2D-slice-CNN-based methods and 
3D-ResNet-based architectures in diagnosing Alzheimer’s disease30, 
breast cancer31 and Parkinson’s disease32 in 3D MRI scans. It is worth 
noting that, although 3D ResNet was first published in 2018, it is still 
largely considered a solid baseline and, evidently, very popular not 
only in MRI studies (for example, in refs. 31,32) but also across other 
recent volumetric-biomedical-imaging modality studies such as 
ultrasound33 and CT34 studies. The main limitation of each of these 
approaches is that they are all tailored and optimized for a specific 
biomedical-imaging modality and domain. While each data modal-
ity requires a specific treatment, there are commonalities across 
the different data modalities, and a foundational approach that can 
provide improved results across multiple modalities will provide a 
faster development time for future predictive models. UniMiSS19, a 
pioneering pyramid U-like Medical Transformer, has recently been 
proposed to tackle this gap by using multimodal unlabelled bio-
medical images in a self-supervised manner. UniMiSS surpassed a 
diverse set of strong self-supervised approaches35–39 in a variety of 
biomedical-imaging learning tasks with different data modalities. 
However, with respect to volumetric imaging, it was tested on a single 
classification problem in a single imaging modality (CT) while includ-
ing this same imaging modality in its pre-training, and regression was 
not addressed at all. Thus, the full utility of transfer learning across 
different modalities of volumetric-biomedical-imaging technologies 
has yet to be attained.

http://www.nature.com/natbiomedeng


Nature Biomedical Engineering

Article https://doi.org/10.1038/s41551-024-01257-9

using a downstream ViT module41. SLIViT’s ViT module together with 
(trainable) positional embeddings allows preserving of the long-range 
dependencies across the depth dimension if needed30,44. Similar 
divide-and-conquer schemes were shown to be fruitful in other stud-
ies as well25,42,45,46. It is worth noting that the fact that the ViT considers 
dependencies between frames in the feature space implicitly eliminates 
the necessity for image registration preprocessing.

We pre-trained SLIViT with a 2D OCT B-scan dataset47 and tested 
it on six datasets of four different volumetric-biomedical-imaging 
data modalities (OCT, ultrasound, MRI and CT) with a limited number 
of annotated samples, tackling a variety of clinical-feature learning 
tasks (including both classification and regression). We evaluated the 
diagnosis performance of several ocular disease high-risk factors28 
(OCT) and malignant pulmonary nodules (CT) and measured it by 
both the receiver operating characteristic (ROC) area under the curve 
(AUC) and precision-recall (PR) AUC. In the ultrasound and MRI experi-
ments, we compared the R2 of the models’ predictions versus ground 
truth in (respectively) cardiac function analysis and hepatic fat level 
imputation. In each data modality, we compared SLIViT with a diverse 
set of up to six strong baselines, including domain-specific19,25,28–30 
and generic (fully-supervised-based25,26 and self-supervised-based7,19) 
state-of-the-art methods. SLIViT manifested consistent and significant  
performance superiority across domains (Fig. 2). In the following  
sections, we present these and additional results in detail.

Detecting ocular disease high-risk factors using 3D OCT scans
We first compared SLIViT’s performance against trained SLIVER-net, 
3D ResNet, 3D ViT and UniMiSS models on the Houston Dataset which 
includes only 691 OCT volumes of different individuals (Methods). OCT 
volume data were collected from independent individuals affected in 
at least one eye by AMD, a globally leading cause of irreversible central 
visual impairment48. Each OCT volume had four different binary labels 
of AMD high-risk biomarkers49 procured by a senior retina specialist—
drusen volume larger than 0.03 mm3 (DV), intraretinal hyperreflective 
foci (IHRF), subretinal drusen deposits (SDD) and hyporeflective drusen 
cores (hDC). We randomly split the dataset into train, validation and 
test sets of sizes 483 (70%), 104 (15%) and 104 (15%), respectively, and 
trained four different SLIViT models (one per binary label). We used 
both ROC AUC and PR AUC scores (the latter is also known as aver-
age precision or average positive predictive value) for performance 
evaluation. The models were trained (using less than 600 volumes) 
and tested on the same split (left panels of Fig. 3 and Extended Data 
Fig. 1, and Supplementary Table 1). In all four biomarkers, SLIViT signifi-
cantly outperformed the other approaches in both evaluation metrics.  
For example, in the DV classification task (also shown as the OCT  
experiment in Fig. 2) SLIViT (ROC AUC = 0.924; confidence interval (CI) 

[0.909, 0.938]) was significantly better compared with the second-best 
performing method (SLIVER-net ROC AUC = 0.838; CI [0.813, 0.86]; 
paired t-test P < 0.001). In terms of average precision of the DV clas-
sification, SLIViT (PR AUC = 0.914; CI [0.898, 0.928]) significantly 
outperformed the second-best performing method (3D ResNet PR 
AUC = 0.759; CI [0.748, 0.769]; paired t-test P < 0.001). It is worth noting 
that, as the biomarkers considered in these experiments are all struc-
tural, their identification requires the aggregation of 3D information. 
Thus, the ability of SLIViT to successfully identify these biomarkers 
suggests that it adequately captures a 3D signal within a given volume.

To further challenge SLIViT, we sought to explore its performance 
on the SLIVER-net Dataset used in the original SLIVER-net study28. In 
this task, SLIVER-net should have an advantage as it was optimized for 
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Fig. 1 | The SLIViT framework. The input of SLIViT is a 3D volume of N frames of 
size H × W. (1) The frames of the volume are resized and vertically tiled into an 
‘elongated image’. (2) The elongated image is fed into a ConvNeXt-based feature-
map extractor that was pre-trained on both natural and biomedical 2D labelled 
images. (3) An 8N × 8 × 768 (3D) feature map is extracted and partitioned into  

N patches of size 8 × 8 × 768, each (roughly) representing features extracted from 
the corresponding original frame. (4) Patches are fed into a ViT-based feature-
map integrator followed by a fully connected layer that outputs the prediction 
for the task in question (see Methods for further details).
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Fig. 2 | Overview of SLIViT’s performance across 3D imaging modalities. 
The performance scores in four different volumetric-biomedical-imaging 
learning tasks: eye-disease biomarker diagnosis in 3D OCT scans (classification), 
heart-function analysis in ultrasound (US) videos (regression), liver fat 
level imputation in volumetric MRI scans (regression) and lung malignant 
cell-aggregation screening in 3D CT scans (classification). The domain-specific 
methods (hatched) used are SLIVER-net, EchoNet, 3D ResNet and UniMiSS for 
OCT, ultrasound, MRI and CT, respectively. The cross-modality benchmarking 
used are 3D ResNet and UniMiSS, which are (fully) supervised-based and 
self-supervised-based, respectively (see relevant experiment’s section for 
additional benchmarking). The expected R2 and ROC AUC of a random model  
are 0 and 0.5, respectively. Box plot whiskers represent a 90% CI.
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this dataset. The SLIVER-net Dataset was composed of roughly 1,000 
OCT scans collected from three different clinical centres (Methods). 
We trained SLIViT, SLIVER-net, 3D ResNet, 3D ViT and UniMiSS, this time 
using all the 691 Houston Dataset volumes, and used the SLIVER-net 
Dataset as the test set. For some biomarker classification tasks, the rela-
tive improvement of SLIViT compared with SLIVER-net was reduced, 
as expected in this setting. Yet, SLIViT was never overperformed by 
the other approaches, in any of the four AMD-biomarker classification 
tasks (right panels of Fig. 3 and Extended Data Fig. 1, and Supplemen-
tary Table 2).

Analysing cardiac function using heartbeat ultrasound videos
To evaluate SLIViT’s generalizability, we next tested it on other 3D data 
modalities. The EchoNet-Dynamic Dataset contains 10,030 standard  
apical four-chamber view ultrasound videos (echocardiograms) 
obtained from unrelated individuals. Each echocardiogram was 
labelled with a continuous number representing the corresponding 
ejection fraction measured in a clinical setting50. The ejection fraction 
is a key metric of cardiac function as it measures how well the heart’s 
left ventricle is pumping blood. Low ejection fraction measurements 
(<0.5) can indicate cardiomyopathy or other heart problems3,51. As a 
first experiment, we sought to explore SLIViT’s ability to predict cardio-
myopathy as a binary classification task. To this end, we binarized the 
ejection fraction measurements accordingly (≥0.5 was considered as 
normal52,53) and, using the original EchoNet-Dynamic Dataset split, 
trained SLIViT and 3D ResNet (Supplementary Fig. 1). SLIViT obtained 
0.913 ROC AUC (CI [0.901, 0.928]) and significantly overperformed 3D 
ResNet with 0.793 ROC AUC (CI [0.772, 0.814]) (paired t-test P < 0.001).

In a second experiment, we sought to test SLIViT in a regression task. 
EchoNet, a GoogLeNet-based architecture, was previously developed for 
predicting the ejection fraction of a given echocardiogram and obtained 
a 0.5 R2 on the EchoNet-Dynamic Dataset test set29. This reported result 
did not include a CI (that would allow a direct comparison), and the 
trained model itself was not published. Thus, we implemented the pro-
posed method and were able to reproduce similar levels of performance 

(R2 = 0.489; CI [0.434, 0.526]). Using the same split from the original  
EchoNet paper, we then trained SLIViT and obtained a significant 
improvement of 0.75 R2 (CI [0.706, 0.781]; paired t-test P < 0.001). As 
we did in all other experiments, we also tested 3D ResNet and UniMiSS  
and observed that both significantly underperformed SLIViT with 
0.384 (CI [0.364, 0.413]) and 0.502 (CI [0.487, 0.531]) R2, respectively 
(ultrasound experiment in Fig. 2, and Fig. 4). A scatter plot of the 
actual-versus-predicted per trained model is shown in Supplementary 
Fig. 2. Moreover, we also examined (1) a factorized spatiotemporal ResNet 
architecture (R(2 + 1)D, in contrast to the 3D-filter-based R3D ResNet 
we used across our study; ‘Benchmark specifications’) that is known 
to capture well both spatial and temporal features from video frames 
and achieved state-of-the-art performance in a variety of video-based 
learning tasks25, and (2) 3D ViT26. Both methods performed below par 
compared with the other above-mentioned benchmarks (R2 = −0.081; 
CI [−0.106, −0.056] and R2 = 0.333; CI [0.27, 0.396], respectively).

This result, together with the exceptional magnitude of this public 
homogenous volumetric biomedical dataset, further motivated us to 
examine the dynamics of the training set size and SLIViT’s performance 
in predicting the ejection fraction of a given echocardiogram (Fig. 4). 
We randomly sampled size-decreasing subsets from the original train-
ing set and trained a SLIViT model per subset. Compared with other 
examined methods trained on the original training set (n = 7,465), when 
SLIViT used the 25% subset (n = 1,866), its performance (R2 = 0.487; CI 
[0.466, 0.507]) was significantly better than R3D, R(2 + 1)D and 3D ViT 
(paired t-test P < 0.001); on par with EchoNet (paired t-test P > 0.579); 
and significantly lower than UniMiSS (paired t-test P < 0.001). When 
SLIViT used the 50% subset, it significantly outperformed all other 
benchmarked methods (R2 = 0.614; CI [0.594, 0.634]; paired t-test 
P < 0.001). These observations substantiate SLIViT’s ability to appro-
priately learn spatiotemporal features using a sparsely labelled dataset.

Predicting hepatic fat levels in 3D MRI liver scans
We next sought to evaluate SLIViT’s ability to model 3D MRI data. We 
used the United Kingdom Biobank (UKBB) Dataset containing 3D 
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hepatic MRI scans and a corresponding measurement for hepatic  
proton density fat fraction (PDFF) level. The PDFF measurement  
provides an accurate estimation of hepatic fat levels, and it is also  
proposed to be used as a non-invasive method to limit unnecessary 
hepatic biopsies54–56. The development of a quantitative measurement 
of fat has been instrumental in improving the diagnosis of various 
fatty-liver and diabetes-related diseases57–61. We removed unlabelled 
scans and preprocessed the rest of the dataset to contain only a single  
scan per individual. In this experiment we compared SLIViT with 3D 
ResNet (which achieved state-of-the-art performance in a variety 
of recent MRI-related artificial-intelligence-based studies30–32) and 
UniMiSS. We randomly split the dataset and trained both models 
to measure PDFF levels of a given 3D MRI. SLIViT reached 0.916 R2  
(CI [0.879, 0.952]) and significantly outperformed both 3D ResNet and 
UniMiSS that obtained 0.611 (CI [0.566, 0.644]) and 0.599 (CI [0.531, 
0.667]) R2, respectively (paired t-test P < 0.001; MRI experiment in 
Fig. 2). We also evaluated the performance of 3D ViT and a recently 
developed 2D-slice-CNN-based architecture that was shown to perform 
well on volumetric MRI learning tasks30, but they both ended up with 
poor performance compared with all the above-mentioned bench-
marks (R2 = 0.18 (CI [0.145, 0.214]) and −0.130 (CI [−0.111, −0.148]), 
respectively).

Classifying nodule malignancy in 3D CT chest scans
To further demonstrate SLIViT’s cross-modality generalizability, we 
evaluated it on 3D CT data. To this end, we used the NoduleMNIST3D 
Dataset, containing 3D thoracic CT scans, each (binary) labelled 
for nodule malignancy62. In the United States, more than a million 
patients are diagnosed with pulmonary nodules each year, and these 
nodules are observed in roughly 30% of thoracic CT scans. As in other 
biomedical-imaging domains, the scan screening is subjective and 
depends on the clinical specialist’s experience (for example, small 
nodules may be missed63). Efficient and accurate assessment could 
hasten malignant pulmonary nodule treatment and reduce unneces-
sary testing when benign64. Using the dataset’s predefined split, we 
trained SLIViT, 3D ResNet and UniMiSS and compared the results on 

the test set (CT experiment in Fig. 2). It is worth noting that UniMiSS 
was pre-trained on 3D thoracic CT scans and, thus, has a potential 
advantage. Yet, SLIViT obtained 0.926 ROC AUC (CI [0.904, 0.947]) and 
0.785 PR AUC (CI [0.758, 0.837), significantly overperforming (paired 
t-test P < 0.001) both UniMiSS with 0.8 ROC AUC (CI [0.765, 0.836]) and 
0.627 PR AUC (CI [0.568, 0.685]), and 3D ResNet with 0.821 ROC AUC  
(CI [0.776, 0.857]) and 0.619 PR AUC (CI [0.508, 0.718]). We also  
evaluated the performance of 3D ViT that obtained 0.873 ROC AUC 
(CI [0.825, 0.914]) and 0.713 PR AUC (CI [0.627, 0.792]). Here, as well, 
SLIViT was significantly superior considering both performance met-
rics (paired t-test P < 0.001).

SLIViT efficiently attains the quality of clinical specialists
To showcase the potential utility of automating the detection of AMD 
high-risk biomarkers, we gathered the Pasadena Dataset, a third 3D 
OCT dataset containing 205 3D OCT volumes of (205) independent 
individuals. The ground truth for this dataset was obtained by three 
masked senior retina specialists (we used a majority vote when there 
was no consensus). We asked seven masked junior clinicians to annotate 
each of the OCT volumes in this dataset for the aforementioned four 
AMD high-risk biomarkers, that is, DV, IHRF, SDD and hDC. We also 
annotated these volumes using the same SLIViT model we trained on 
the 691 Houston Dataset volumes. Figure 5 and Extended Data Fig. 2 
summarize, respectively, the true positive rate (also known as recall) 
versus false positive rate (also known as false alarm rate) and the posi-
tive predictive value (also known as precision) versus recall of SLIViT 
and the seven junior clinicians over the Pasadena Dataset. Clinicians 
typically reached comparable performance but had to invest 5,000-fold 
more time to do so (on average, it took 17 working hours net for each 
clinician to procure the annotations, while SLIViT completed the job in 
under 12 s). It is worth noting that SLIViT obtained considerably lower 
performance in the hDC classification task compared with the other 
biomarker classification tasks. A possible reason is the absence of a 
universal consensus on the clinical definition of hDC. This feature had 
the highest senior specialists’ annotation discordance among the four 
biomarkers, suggesting indeed that it is harder to distinguish between 
affected and unaffected individuals.

SLIViT is robust to within-volume frame permutation
We next sought to explore SLIViT’s robustness to changes in the order of 
the frames encoding a volume. To this end, we generated 100 copies of 
the Houston Dataset and randomly shuffled each volume (in each of these 
100 copies). Then, we used the same split to train 100 SLIViT models (one 
per shuffled copy; henceforth ‘shuffled models’) and one model on the 
Houston Dataset using the original order (henceforth ‘original model’)  
to classify the aforementioned AMD high-risk factors. Extended Data  
Fig. 3 shows the average bootstrapped ROC AUC dispersion of these 
101 models. It is worth noting that the original model did not outper-
form the shuffled models. We observed that compared with the 100 
shuffled-models performance, the average rank of the original model 
across the four AMD biomarkers was 40. This finding suggests that even 
if the original order is not documented, SLIViT’s performance does not 
deteriorate. Thus, not only does SLIViT effectively aggregate information 
across slices, it can do this even when the order of slices is not maintained.

We found this frame-permutation invariance intriguing, especially 
when considering the fact that the examined biomarkers are structural. 
We were thus motivated to examine more deeply the utility of the atten-
tion mechanism in our model. We conducted an experiment in which 
we trained a tweaked SLIViT model with only one multi-head attention 
layer (instead of five in the original version) in which non-immediately 
adjacent attention weights are set to 0. This tweaked version can pool 
information only from immediately adjacent frames in the volume. We 
trained the tweaked SLIViT model for DV classification on a random  
split of the (original) Houston Dataset and evaluated the performance 
on the test set twice—once with frames in order (0.912 ROC AUC  
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Fig. 4 | Performance comparison on cardiac function prediction tasks when 
trained on echocardiograms. The R2 scores of SLIViT, 3D ResNet, EchoNet 
and UniMiSS on heart ejection fraction prediction. Several SLIViT models were 
trained, each on a different-sized training subset (sampled from the original 
training set). The x axis shows the sampled subset size (in percentage) used for 
training, where 100% corresponds to the original training set. Box plot whiskers 
represent a 90% CI. It is worth noting that SLIViT, when trained on 25% (n = 1,866) 
of the original training set, obtained similar accuracy as the other examined 
methods trained on 100% (n = 7,465) of the original training set.
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(CI [0.91, 0.919]) and 0.908 PR AUC (CI [0.901, 0.914])) and once with 
random frame shuffling (0.846 ROC AUC (CI [0.832, 0.862]) and 0.827 
PR AUC (CI [0.805, 0.838])). The noticeable decline in the performance 
(0.066 and 0.081 in ROC and PR AUC scores, respectively) of the model 
when evaluated on the shuffled test set suggests that SLIViT’s perfor-
mance on this learning task relies on successfully pooling information 
from different frames.

The utility of pre-training SLIViT
The utility of ImageNet pre-training (henceforth ‘ImageNet weights’) 
has been demonstrated in various biomedical-imaging learning 
tasks7,12,14,15,65–67. That said, transfer learning between unrelated domains 
remains fairly controversial18,29,68–70. Moreover, commonalities across 
biomedical-imaging data modalities may be counterintuitive. We thus 
conducted a comprehensive pre-training ablation study across the 
different learning tasks to evaluate the benefit of our cross-modality 
and cross-dimensionality transfer learning approach and assess the 
contribution of different selections made for the pre-training step of 
SLIViT (Extended Data Figs. 4–8).

ImageNet pre-training
We first wished to assess the contribution of ImageNet pre-training 
and thus compared the four different initializations: random weights, 
ImageNet weights, random weights initialization followed by 2D OCT 

B-scans pre-training (henceforth ‘Kermany weights’) and ImageNet 
weights initialization followed by 2D OCT B-scans pre-training (hence-
forth ‘combined weights’, which are the weights used in all experiments 
described above). The results of this experiment (Extended Data Figs. 4 
and 5) indicate three key insights that concord with conclusions indi-
cated in previous studies7,18,71. First, we observed that using ImageNet 
weights improved performance for all the data modalities we tested 
relative to random weights. We also see that using 2D OCT B-scans in 
pre-training with either Kermany weights relative to random weights 
or combined weights relative to ImageNet weights improved perfor-
mance in all downstream learning tasks. It is worth noting that, in  
the four OCT-related classification tasks, using Kermany weights  
(that is, without ImageNet) was the best approach and typically led to 
better performance, even when compared with the combined approach 
(Extended Data Fig. 4). Moreover, only pre-training strategies that 
leveraged the 2D OCT B-scan dataset at full, that is, Kermany weights 
and combined weights, showed consistent superior performance rela-
tive to all other tested benchmark methods (left panels of Fig. 3 and 
Extended Data Fig. 1, and Extended Data Fig. 4). That being said, in all 
ultrasound, MRI and CT experiments, SLIViT typically achieved supe-
rior performance relative to all benchmark methods tested, regardless  
of the pre-training strategy (Fig. 2 and Extended Data Fig. 5). This  
finding shows the advantage of SLIViT’s architecture for cross- 
modality volumetric-biomedical-imaging learning tasks.
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Fig. 5 | SLIViT’s performance compared with manual assessment by retina 
clinical specialists. The ROC curves (blue) of SLIViT trained to predict four 
AMD high-risk biomarkers (DV, IHRF, SDD and hDC) using less than 700 OCT 
volumes (Houston Dataset) and tested on an independent dataset (Pasadena 
Dataset). In each panel, the light-blue shaded area represents a 90% CI for 

SLIViT’s performance, and the red dot represents the clinical specialists’ average 
performance. The green asterisks correspond to the clinical specialists’ manual 
assessments. Two of the clinical specialists obtained the exact same performance 
score for IHRF classification. TPR, true positive rate; FPR, false positive rate.
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Self-supervised pre-training
We next wished to assess the benefit of using supervised learning for 
pre-training, as opposed to self-supervised learning. The latter was 
demonstrated as a powerful approach in different visual tasks72, specifi-
cally in the biomedical-imaging domain where procuring annotations 
is laborious and expensive7,17,19,20. We thus sought to explore the utility 
of self-supervised-based pre-training approach on SLIViT using an 
unlabelled version of the 2D OCT B-scans dataset. To this end, we took 
the REMEDIS approach7. The performance of REMEDIS was shown to 
be robust to different self-supervised techniques. We thus followed 
REMEDIS default scheme and used SimCLR73 as the self-supervised tech-
nique. Nevertheless, any other CNN-based self-supervised approach, 
such as MoCo74, RELIC75 and Barlow Twins76, could theoretically be 
leveraged by SLIViT. REMEDIS was originally shown to obtain remark-
able performance when pre-trained even on much smaller (unlabelled) 
datasets than our 2D OCT B-scans dataset. Yet, initializing SLIViT with 
the fully supervised pre-trained weights significantly outperformed 
the self-supervised initialization in all downstream learning tasks 
(paired t-test P < 0.001; Extended Data Figs. 4 and 5). It is worth not-
ing that the same performance-superiority conclusion regarding  
the competitor benchmarks from the previous section held for the 
self-supervised-based version of SLIViT, implying its potential to  
harness unlabelled data when available.

2D biomedical-imaging pre-training
We also sought to compare the utility of different 2D biomedical-imaging 
data modalities. We previously defined Kermany weights that  
were obtained by random weights initialization followed by 2D OCT 
(using the Kermany Dataset) pre-training of SLIViT’s feature-map 
extractor backbone. Similarly, we now define ‘organ weights’ and 
‘chest weights’, obtained by random weights initialization followed by 
(respectively) 2D CT (using Organ{A,C,S}MNIST62) and 2D X-ray (using 
ChestMNIST62) pre-training. We used Kermany weights, organ weights 
and chest weights to conduct the following two experiments. First, 
we wished to examine the similarities between the representations 
learned by biomedical-weights-initialized SLIViT backbones (without 
downstream-task-specific fine-tuning). To this end, we initialized three 
backbones with Kermany weights, organ weights and chest weights 
(henceforth ‘biomedical backbones’) and two additional baselines, 
one with ImageNet weights and another with random weights (hence-
forth ‘ImageNet backbone’ and ‘random backbone’, respectively). 
We then took one of our datasets, projected it through each of these 
five backbones and measured the centred kernel alignment (CKA) 
similarity index77 between pairs of projections (Extended Data Fig. 6). 
We considered two CKA score distributions for our comparison—the 
distribution of the top-5% CKA scores (henceforth ‘top-5% distribu-
tion’), which are likely to be enriched with informative features, and 
the distribution of the overall CKA scores (henceforth ‘overall distribu-
tion’). First, we observed that each of the three biomedical backbone 
projections was more similar to the other two biomedical backbone 
projections than to the random and the ImageNet backbone projec-
tions (t-test P < 0.001). This finding held when we compared not only 
the corresponding top-5% distributions but also the overall distribu-
tions. Even when comparing the overall distribution of two biomedical 
backbone projections with the top-5% distribution of a biomedical 
backbone and a non-biomedical backbone projections, we observed 
convincingly robust results. For example, the overall distribution for 
the Kermany backbone projection and each of the other two biomedi-
cal backbone projections was comparable to the top-5% distribution 
of Kermany and ImageNet backbone projections (t-test P > 0.05) and 
significantly higher compared with the top-5% distribution of Kermany 
and random backbone projections (t-test P < 0.001). The same was 
observed for the other two biomedical backbone projections. These 
findings confirm our initial hypothesis that different data modalities 
share a basic set of features.

In the second experiment, we sought to assess the cross-biomedical- 
imaging modality of SLIViT. We used four 2D biomedical-imaging 
datasets—Kermany, OrganMNIST, ChestMNIST and Mixed (a dataset 
made up of images from all three biomedical datasets)—to pre-train 
four SLIViT models. Each model was initialized using ImageNet weights 
and then pre-trained on the respective 2D biomedical-imaging data-
set. The Mixed-based SLIViT was pre-trained to classify one out of the 
total 29 classes included in these three 2D modalities (4 for OCT, 11 for 
CT and 14 for X-ray). Then for each volumetric-biomedical-imaging 
learning task, we fine-tuned each of the four pre-trained models. As in 
the other pre-training experiments, we observed that using 2D OCT 
data in pre-training typically provides a noticeable advantage in the 
3D OCT classification tasks (Extended Data Fig. 7). Furthermore, in all 
other analysed tasks, SLIViT typically achieved superior performance 
relative to all competitor benchmarks tested, regardless of the 2D 
biomedical-imaging dataset used for pre-training (Fig. 2 and Extended 
Data Fig. 8). This discovery further illustrates SLIViT’s cross-modality and 
cross-dimensionality potencies in 3D biomedical-imaging learning tasks.

Discussion
We devised SLIViT, an artificial-intelligence-based framework that 
allows the accurate analysis of a wide variety of 3D biomedical-imaging 
datasets. SLIViT leverages a unique combination of deep vision modules 
and ‘prior knowledge’ from the 2D domain. This, in turn, allows it to be 
adept at 3D biomedical-imaging learning tasks, in which the number 
of training samples is typically very limited (due to labour-prohibitive 
and cost-prohibitive procurement) and significantly outperforms 
domain-specific state-of-the-art models.

To showcase SLIViT’s effectiveness and generalizability, we 
evaluated it over several classification and regression problems in 
diverse biomedical domains (retinal, cardiac, hepatic and pulmo-
nary) across different 3D biomedical-imaging data modalities 
(OCT, ultrasound, MRI and CT) against domain-specific19,25,28–30 and 
generic (fully-supervised-based25,26 and self-supervised-based7,19) 
state-of-the-art methods. We started by demonstrating SLIViT’s supe-
riority when trained on less than 700 volumes in four independent 
binary classification learning tasks of retinal-disease risk factors with 
two independent 3D OCT datasets. Then we showed SLIViT’s superiority 
in two heart function analysis tasks both done with an echocardiogram 
dataset. We next tested SLIViT on an MRI dataset of 3D liver scans 
labelled with a corresponding hepatic fat content measurement and, 
again, observed significant improvement compared with the state of 
the art. We further exhibited SLIViT’s supremacy in pulmonary nodule 
malignancy screening using a CT dataset of 3D chest scans. We also 
showed that SLIViT was able to obtain on-par performance to clini-
cal specialists’ manual assessment but, rather, almost four orders of 
magnitude faster compared with the annotation procurement net time 
required by the specialists. Last, we explored SLIViT’s learning ability 
robustness to randomly permuted volumes. We showed that a scenario 
of shuffled volumes dataset, a recurring situation in the very limited 
number of publicly available volumetric datasets, has little to no effect 
on SLIViT’s performance, meaning that SLIViT is not only applicable in 
such scenarios but also potentially agnostic to the imaging protocol.

To facilitate reproducibility, generalizability and the likelihood 
that other researchers will be able to successfully apply SLIViT to their 
datasets, we intentionally avoided complex hyperparameter tuning 
and the usage of specialized hardware for training as required by other 
methods (as in ref. 19, for example). The thrifty sizes of the different 
architectures we used were set according to our available (standard) 
computational resources, and other hyperparameters were set to 
default values. This suggests that there is room for further improve-
ment in task-specific performance. Yet, in its current form, SLIViT 
can serve as a reliable foundation model for any study of volumetric 
biomedical imaging. We believe that SLIViT’s simplicity is one of its 
major strengths.
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The utility of self-supervised pre-training has been validated in 
numerous biomedical-imaging learning tasks7,19,20,71,78,79; however, its 
general translatability across domains remains unclear22. According 
to our study, where a large-enough 2D labelled dataset is accessible 
and limited labelled volumes are available, the supervised pre-training 
approach is superior. This finding was supported by our experiments 
for fine-tuning both in the same domain and across domains. That 
being said, as demonstrated, SLIViT’s pre-training strategy is very 
flexible and can thus harness the utility of self-supervised approaches, 
such as REMEDIS or a masked autoencoder80,81. If one has access to 
an(other) large unlabelled dataset of biomedical images (whether 
2D or 3D), then self-supervised pre-training SLIViT either as an alter-
native to or followed/preceded by supervised pre-training using 2D 
biomedical images may further improve the model’s performance. 
It is worth noting that the end-to-end fine-tuning approach SLIViT 
takes (Methods) was shown to attain typically better performance for 
self-supervised-based biomedical-imaging learning tasks22. That is, 
SLIViT already uses an optimized fine-tuning approach for a potential 
self-supervised-based avenue.

SLIViT was tested on 3D OCT scans, ultrasound videos, 3D MRI 
volumes and 3D CT images, and can potentially be leveraged to analyse 
other types of volumetric-biomedical-imaging data modalities, such 
as 3D X-ray. Such imaging data are inherently structured in the sense 
that they involve a limited assortment of objects and movements 
(typically shrinkage, dilation and shivering). SLIViT is specifically 
tailored to be adept at analysing a series of biomedical frames created 
in a structured biomedical-imaging process and does not pretend to 
be proficient at learning problems of natural videos, such as action 
recognition tasks. Natural videos are inherently more complex, as the 
background may change and objects may flip, change colour (due to 
shade) and even disappear (due to obfuscation), let alone when con-
sidering a multi-scene video. In addition, there is a plethora of gigantic 
natural video datasets that allow standard 3D-based vision models to 
be adequately tuned for natural video learning tasks. We thus do not 
expect SLIViT to outperform (as is) standard 3D-based vision models 
in natural-video-learning tasks (such as action recognition). That being 
said, SLIViT could potentially be tweaked to perform well on natural 
videos as well, for instance, using a different feature-map extractor; 
however, this direction requires further research.

There are multiple additional steps that are required to deploy 
SLIViT in a clinical setting. It is worth noting that the point of opera-
tion (trade-off between precision and recall) is application specific, 
and further optimization may be required to obtain optimal results 
at that point of operation. We note that point of operation varies also 
across clinicians (Fig. 5 and Extended Data Fig. 2). Moreover, additional 
evaluations of the models are required to ensure no systematic biases 
exist that would lead to increasing health disparities82,83.

Outlook
This study highlights a substantial step towards fully automating 
volumetric-biomedical-imaging annotation. The major leap happens 
under ‘real life’ settings of a low-number training dataset. SLIViT thrives 
given just hundreds of training samples for some tasks giving it an 
extreme advantage over other 3D-based methods, in almost every 
practical case that is related to 3D biomedical-imaging annotation. 
Even under the unrealistic assumption that the financial resources 
are endless, in ongoing research, due to its nature, the hurdle of a 
limited-size training dataset is inevitable. Once a previously unknown 
disease-related risk factor is found and characterized, it could take 
months to train a specialist to be able to accurately annotate this 
recently discovered risk factor in biomedical images at scale. How-
ever, using a relatively small training dataset (that can be annotated 
within only a few working days of a single trained clinician), SLIViT 
could dramatically expedite the annotation process of many other 
non-annotated volumes with an on-par performance level of a clinical 

specialist. Thus, it may not only reduce the duration and costs associ-
ated with data acquisition and save precious clinical specialists’ time 
but also expedite medical research and other clinical applications.

Methods
SLIViT’s development and analysis
SLIViT was implemented in Python 3.8 using PyTorch84 v1.10.2, fast.ai85 
v2.6.3 and scikit-learn86 v1.0.2 libraries (full libraries and version list 
can be found at the project’s GitHub repository; ‘Code availability’). 
Weights & Biases (https://www.wandb.com/) was used for experiment 
tracking and visualizations of the training procedures.

Model specifications
The SLIViT framework contains a preprocessing step, a 2D ConvNeXt 
that serves as a feature-map extractor and a 2D ViT that serves as a 
feature-map integrator (Fig. 1). The ConvNeXt architecture has several  
complexities40. Here we used the backbone of the tiny variant 
(ConvNeXt-T) with 256 × 256 image size as SLIViT’s feature-map extrac-
tor. We conducted an ablation study to evaluate different combinations 
for the feature-map extractor and feature-map integrator (Supple-
mentary Fig. 3). Using more complex ConvNeXt variants did not lead 
to performance improvement. Thus, we followed best practices for 
model generalization and used the simplest variant (ConvNeXt-T) as 
a feature extractor. The ViT-based feature-map integrator underwent 
a few adjustments with respect to the original architecture41, including  
using Gaussian error linear unit as the activation function87 and initiali-
zing the positional embeddings as the number of the original slice.  
It is worth noting that we intentionally avoided complex hyperpara-
meter tuning and usage of specialized hardware as required by other 
methods19. The ViT’s depth (number of layers, 5) was set according to 
our available (standard) computational resources to facilitate repro-
ducibility, generalizability and the likelihood that other researchers 
will be able to successfully apply it to their datasets. The ViT’s width is 
governed by the number of 2D frames of the input volume. That being 
said, we examined the performance of versions of SLIViT that use 
different ViT configurations and found that none of them resulted in 
noticeable improvements compared with the default configuration 
(Supplementary Fig. 4).

Let N be the number of H × W 2D frames of an input image, 
where (H, W) is the resolution of the original frame(s). Given an input 
W × H × N image, its N frames are resized and tiled into an image of size 
256N × 256 (step 1 in Fig. 1). The preprocessed image is then fed into the 
feature-map extractor which generates, in turn, an 8N × 8 × 768 feature 
map. This 3D feature map is partitioned into N different 8 × 8 × 768 
3D ‘patches’ (corresponding to the terminology used in the original 
ViT paper41). Note that due to the convolution’s locality property, 
each of these patches roughly corresponds to features obtained from 
a different frame. Each of the N patches is then flattened into a 1D 
vector (of length 8 × 8 × 768) and then tokenized into a vector of size 
768 using a fully connected layer. The patch number (that essentially 
corresponds to an original slice number) is then added to each of the 
tokenized patches, and the results are then fed into the ViT (along with 
a class token of the same size). The ViT outputs N encoded values and 
a class token. The class token is then fed into another fully connected 
layer to generate the final output. Using the 2D ViT as a feature-map 
integrator corresponds with the Factorized Encoder with ‘late fusion 
of depth information’ of the previously devised 3D ViT named ViViT26 
yet is far less complex than the 3D ViT. It is worth noting that, while the 
dependencies across frames are modelled merely at the feature-map 
level (and thus could be somewhat approximate, in contrast to fully 3D 
neural networks, which theoretically model dependencies across slices 
in any defined region), this approach has two main advantages. First, 
it could eliminate the necessity for image registration preprocessing. 
Moreover, the feature-space-based aggregation across frames allows 
SLIViT to be more effectively fitted for small training sets, as shown 
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by its improved performance relative to fully 3D architectures (such 
as 3D ResNet and 3D ViT).

Pre-training
We borrowed an ImageNet-1K pre-trained (SLIViT-like) feature-map 
extractor architecture, that is, a ConvNeXt-T backbone, from https://
huggingface.co/facebook/convnext-tiny-224, and appended to it a  
subsequent fully connected layer that fit the number of categories in the 
pre-training classification task. We then trained this SLIViT-backbone-like 
module on a publicly available 2D biomedical-imaging labelled dataset. 
Training the feature-map extractor for 10 epochs on a dataset containing 
(at least) 100,000 images took less than 3 h using only a single NVIDIA 
Tesla T4 (16 GB) GPU. Several sets of pre-trained weights were examined 
in this study (‘The utility of pre-training SLIViT’). The pre-trained back-
bone weights obtained from combining ImageNet initialization with 
additional pre-training on the Kermany Dataset (henceforth ‘combined 
weights’), which typically led to the best performance, are available in 
the project’s GitHub repository (‘Code availability’).

Per-task fine-tuning
Each of the SLIViT models used in the different experiments reported 
here was initialized with the combined weights. The fine-tuning was 
done in an end-to-end fashion22. Namely, rather than merely training 
the downstream feature-map integrator while keeping the feature-map 
extractor frozen, all the model’s parameters were set as trainable and 
were then fine-tuned (according to the dataset and task in question). 
We intentionally avoided complex hyperparameter tuning as required 
by some other methods (for example, in ref. 19) to facilitate reproduc-
ibility and generalizability. Frames were resized into 256 × 256 pixels to 
fit SLIViT’s pre-trained backbone architecture, and then standard pre-
processing transformations were applied (including contrast stretch-
ing, random horizontal flipping and random resize cropping) using 
PyTorch’s default values. Binary cross entropy and L1 norm were used as 
loss functions for the classification and regression tasks, respectively. 
In each experiment, excluding the ultrasound and CT experiments 
(in which the splits were given), a random validation set was used 
for determining the convergence of the training process. The model 
was optimized using the default fast.ai optimizer with the default 
parameters. The starting learning rate in each training procedure 
was chosen by fast.ai’s learning rate finder, and the model was fitted 
using the fit-one-cycle approach for faster convergence88,89. All models 
were trained with four samples per batch, and early stopping was set 
to five epochs, meaning that the training process continued until no 
improvement was observed in the validation loss for five consecutive 
passes on the whole training set. The model weights that achieved the 
lowest loss on the validation set during training were used for the test 
set evaluation.

Feature similarity analysis
To demonstrate the visual similarity across biomedical domains, we 
used the CKA similarity index77. CKA allows measuring the similarity 
between the features extracted using any two neural-network layers 
for a given sample set. Here we sought to compare the output of the 
feature-map extractor (when initialized with different sets of weights), 
as it functions as the input for SLIViT’s feature-map integrator back-
bone. We considered five of the backbone versions, each initialized 
with a different set of pre-trained weights. The sets included three 2D 
biomedical-imaging-based weights (that were obtained by pre-training 
on the Kermany47, Organ{A,C,S}MNIST62 and ChestMNIST62 datasets), 
ImageNet weights and random weights. The CKA similarity scores  
were computed by projecting the volumes from the NoduleMNIST3D 
Dataset62 onto the feature space of each of the five models. The dataset 
was chosen arbitrarily among our volumetric datasets. For each of the 
projection pairs (excluding ImageNet-random pair) we computed the 
CKA scores between corresponding-slice projections of a given volume 

and averaged the results across slices and volumes (Extended Data 
Fig. 6). We considered two CKA distributions for our comparison—the 
top-5%-scores distribution and the overall-scores distribution. The 
difference significance between the CKA of different pairs of models 
was assessed using a standard t-test (HA ∶ μ ≠ 0).

Statistical analyses
The performance of each trained model was evaluated (on the corres-
ponding test set) using an appropriate metric score. The classification 
tasks were evaluated using the area under the ROC and PR curves. The 
regression tasks were evaluated using the R2 metric. The test set predic-
tions were calculated, and a 90% CI was computed for each evaluated 
score using a standard bootstrapping procedure with 1,000 iterations 
as done in other studies17,90. Briefly, let n denote the test set size; for 
each bootstrap iteration n samples were randomly drawn (with repeti-
tion), and based on the predictions of the sampled set a single score 
was obtained. Out of the 1,000 sampled-sets score distribution, the 
50th and 950th ranked scores were selected to obtain the 90% CI. To 
compute the significance value of the difference between two given 
distributions (induced by two different models), a paired t-test on the 
distribution of differences between the sampled-set corresponding 
scores was computed (HA ∶ μ ≠ 0). In any of the t-tests conducted in  
this study, a difference was considered to be significant if the test 
produced a P value lower than 0.001 subject to Bonferroni correction 
for multiple hypothesis testing.

Benchmark specifications
In this study we used several baselines to benchmark SLIViT across 
the different data modalities. The baselines included SLIVER-net28, 
two different types of 3D ResNet25 (R3D (unless stated otherwise) and 
R(2 + 1)D), 3D ViT26, UniMiSS19, EchoNet29 and a 2D-slice-CNN-based 
architecture30. As SLIViT, all models were trained with the fit-one-cycle 
learning-rate scheduler88,89. SLIVER-net was subjected to the same 
pre-training approach as SLIViT, namely, an ImageNet weights initiali-
zation followed by supervised pre-training on the Kermany Dataset. 
EchoNet performance was reproduced (on the same dataset) as in the 
original paper29. The (ImageNet-initialized) 2D-slice-CNN-based were 
already optimized for MRI-based learning tasks and thus used as is. As 
for UniMiSS, we used the pre-trained MiT-22 variant that was shown 
to be best performative across all the tasks examined in the original 
UniMiSS paper19. Although other studies use benchmarks as is while 
optimizing their method (for instance, refs. 19,28), we did conduct 
several hyperparameter tuning experiments for the more generic 
methods we examined (that is, 3D ResNet and 3D ViT) to confirm that 
their default configurations are reasonable. The experiments complied 
with the following best practices. Given a dataset, the original valida-
tion and test sets were set aside. The original training set was split into 
sub-train, sub-validation and sub-test, using the same proportions in 
the original split. The different examined hyperparameter configura-
tions were evaluated using this (sub-)split. For each configuration, the 
weights of the model with the lowest sub-validation loss were used to 
evaluate the performance on the sub-test set. It is worth noting that, 
due to the heavy computational cost and limited resources, only a 
restricted number of hyperparameter configurations were examined, 
and we considered only the classification task in the 3D CT dataset. The 
hyperparameters examined for 3D ResNet were number of layers (18 
and 50) and pre-training strategy (random weights and Kinetics40091 
weights). The hyperparameters examined for 3D ViT were width  
(96 and 192) and depth (4 and 6). Neither configuration evaluation 
ended up with significant improvements (on the sub-test set), and given 
the many heavy computations required for this study, we thus preferred 
the simplest (previously optimized) configuration from each original 
paper. That is, randomly initialized 18-layer 3D ResNet and factorized 
spatiotemporal encoder 3D ViT (with default hyperparameters) as it 
was shown in the original paper to be the best performative variant26. 
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In addition, we examined the performance of a self-supervised-based 
SLIViT using the REMEDIS approach7. To this end, we initialized SLIViT 
with ImageNet weights and then pre-trained it on an unlabelled version 
of the Kermany Dataset, using SimCLR73 (REMEDIS’ default learning 
scheme) as the self-supervised strategy (and then fine-tuned it accord-
ing to the downstream learning task).

The Houston Dataset
At the Retina Consultants of Texas Eye Clinics, 1,128 patients were 
diagnosed with intermediate AMD in their scanned eye by clinical 
examination (Beckman Classification92) between October 2016 and 
October 2020. This study was reviewed and approved by the Ethics 
Committee of Retina Consultants Texas (Houston Methodist Hospital, 
Pro00020661:1 ‘Retrospective Prospective Analysis of Retinal Dis-
eases’). As the data collection was retrospective, a waiver of informed 
consent was granted. In case both eyes of a given patient were eligible, 
one eye was randomly included in the dataset. The dataset included 
Heidelberg Spectralis (HRA+Optical Coherence Tomography OCT 
SPECTRALIS; Heidelberg Engineering) 6 × 6 mm (fovea centred, 
10 × 10°; 49 B-scans spaced 122 µm apart, Automatic Real-Time (ART) 
function = 6) OCT volumes. The data were transferred to the Doheny 
Image Reading Research Laboratory (DIRRL) for imaging analysis and 
annotation of the structural OCT biomarkers for AMD progression93,94. 
The AMD-biomarker analysis was conducted at the DIRRL in compli-
ance with the Declaration of Helsinki and approved by the University 
of California at Los Angeles (UCLA) Institutional Review Board (IRB; 
Ocular Imaging Study, Doheny Eye Center UCLA). Cases with evidence 
of late stage of AMD and/or additional macular diseases or poor-quality 
imaging were excluded from the analysis. In total, 691 eyes (of 691 
patients) were eligible for the biomarkers analysis. The annotations 
were procured by a senior clinical retina specialist. The recorded case 
frequency in the whole dataset was as follows: (1) 48.34% of the scans 
had drusen volume >0.03 mm3 within the central 3 mm2 (denoted DV); 
(2) 36.18% of the scans had IHRF; (3) 31.4% of the scans had SDDs; and 
(4) 11.29% of the scans had hDC. It is worth noting that some scans were 
positive for more than one biomarker. The positive-label frequencies 
of the test set were 37.5%, 41.35%, 48.08% and 31.73%, respectively.

The SLIVER-net Dataset
The SLIVER-net Dataset, which was originally used to tune and validate 
SLIVER-net28, was collected from three independent medical centres 
between February 2013 and July 2016 (ref. 95). The dataset consisted 
of 1,007 OCT volumes; each had 97 B-scans (97,679 B-scans overall) 
collected from 649 participants of the Amish general population, 
who had a record of at least one individual with AMD in the family his-
tory. Imaging was conducted at three clinical centres in Pennsylvania, 
Indiana and Ohio under the supervision of investigators at the Univer-
sity of Pennsylvania, University of Miami and Case Western Reserve 
University, respectively. The research was approved by each of the 
IRBs of the respective institutions, and all participants signed written  
informed consent. All OCT volumes in this dataset were acquired with 
the Heidelberg Spectralis OCT using a scan pattern centred on the 
fovea (20° × 20°; 97 B-scans; 512 A-scans per B-scan; ART = 9). To fit 
the Houston Dataset trained model, we down-sampled each of the 
SLIVER-net Dataset volumes by taking every other B-scan, thus squeez-
ing each volume into 49 B-scans. Also, to avoid aliasing, we applied an 
anti-aliasing filter on OCT volumes. The positive-label frequencies in 
this dataset were 3.38%, 7.85%, 1.99% and 2.68% for DV, IHRF, SDD and 
hDC, respectively. Although the annotations for this dataset included 
the eyes laterality, the scans themselves lacked the laterality obscuring 
the link between a scan to its annotation in case both eyes were scanned 
for a patient. To address this gap, we considered the middle slice per 
volume to determine the laterality and trained a standard CNN on the 
Houston Dataset (that had the eyes laterality recorded). Using the 
trained network (97% accuracy on an external test set; not shown), we 

inferred the laterality for the SLIVER-net Dataset scans when needed, 
that is, when both eyes of the same patient were scanned.

The Pasadena Dataset
The Pasadena Dataset established for this study contained 205 OCT 
volumes (fovea centred, 10 × 10°, ART = 5) collected from 205 indi-
viduals at the Doheny Eye Center UCLA in Pasadena between 2013 and 
2022. This study was reviewed and approved by the IRB of the UCLA 
(IRB number 15-000083). Informed consent was waived for study 
participants given the retrospective nature of the study. Each of the 
OCT volumes was acquired on the Heidelberg Spectralis HRA+Optical 
Coherence Tomography (OCT SPECTRALIS; Heidelberg Engineering). 
Out of the 205 OCT volumes, 198 contained 97 B-scans and 7 contained 
49 B-scans. The OCT volumes were independently annotated by ten 
DIRRL-certified clinical retina specialists: three seniors (expert retina 
specialists) and seven juniors. The ground truth for this dataset was 
determined by the senior retina specialists. Although the senior graders 
agreed in most cases, in the atypical case of disagreement, the ground 
truth was obtained by a majority vote of the senior graders’ quorum. 
The positive-label frequencies in this dataset were 32.68%, 51.71%, 
42.93% and 12.68% for DV, IHRF, SDD and hDC, respectively.

The EchoNet-Dynamic Dataset
The EchoNet-Dynamic Dataset50 was downloaded on 7 September 2022. 
The dataset contained 10,030 echocardiograms obtained from 10,030 
different individuals who underwent echocardiography between 2006 
and 2018. Each echocardiogram was labelled with a continuous number 
(between 0 and 1) representing an ejection fraction. The ejection frac-
tion was obtained by a registered sonographer and further verified by a 
level 3 echocardiographer. The minimal ejection fraction in the dataset 
was 0.069, while the maximal ejection fraction was 0.97. The average 
ejection fraction was 0.558 with a standard deviation of 0.124. The 
dataset already set a random split for train, validation and test sets of 
sizes 7,465 (74.43%), 1,288 (12.84%) and 1,277 (12.73%), respectively. In 
contrast to the other datasets used in this study, the number of frames 
per video in the dataset was not constant but rather varied from 28 to 
1,002 (with nearly 177 frames on average and a standard deviation of 
58 frames). To standardize the data, we followed the same approach 
that the EchoNet paper authors took and sampled 32 equally spaced 
frames per volume29.

The United Kingdom Biobank Dataset
The UKBB Dataset of MRI imaging with PDFF measurements was down-
loaded on 7 June 2022 from the UKBB repository23. The UKBB is a widely 
studied population-scale repository of phenotypic and genetic infor-
mation for roughly half a million individuals. At the time of the study, 
the UKBB made available 16,876 PDFF measurements acquired from a 
subset of the 54,606 total hepatic-imaging MRIs. The MRI data of each 
individual consisted of an unordered series of 36 imaging scans in 
DICOM format at 284 by 288 resolution (in-plane pixel spacing 9.3 mm) 
acquired from a single breath-hold session. Of the data available, we 
identified a subset of 9,954 White British individuals who were unre-
lated and possessed both the hepatic MRI and PDFF measurement. The 
individuals were further divided into train, validation and test sets of 
sizes 5,972 (60%), 1,991 (20%) and 1,991 (20%), respectively.

The NoduleMNIST3D Dataset
The NoduleMNIST3D Dataset62 is based on the Lung Image Data-
base Consortium and Image Database Resource Initiative Dataset 
of volumetric-CT imaging96. The dataset contained 1,633 scans each 
(binary) labelled for nodule existence, with a positive-label frequency 
of 24.56%. The dataset was downloaded on 8 December 2023. The 
dataset has a predefined random split for train, validation and test sets 
of sizes 1,158 (70.91%), 165 (10.1%) and 310 (18.98%), with positive-label 
frequencies of 25.47%, 25.45% and 20.65%, respectively.
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Reporting summary
Further information on research design is available in the Nature 
Portfolio Reporting Summary linked to this article.

Data availability
The 2D OCT dataset was downloaded from https://data.mendeley.com/
datasets/rscbjbr9sj/3. The 3D OCT datasets are not publicly available 
owing to institutional data-use policy and to concerns about patient 
privacy. However, they are available from the authors upon reason-
able request and with permission of the IRB. The echocardiogram 
dataset was downloaded from https://stanfordaimi.azurewebsites.net/
datasets/834e1cd1-92f7-4268-9daa-d359198b310a. The MRI dataset 
was downloaded from https://www.ukbiobank.ac.uk under application 
number 33127. The 3D CT, the 2D CT and the 2D X-ray datasets were 
downloaded from https://medmnist.com.

Code availability
The code of SLIViT is available via the project’s GitHub repository at 
https://github.com/cozygene/SLIViT.
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Extended Data Fig. 1 | PR AUC comparison of five models in four single-task 
AMD-biomarker classification problems when trained on less than 700 OCT 
volumes. Shown are the PR AUC as an alternative scoring metric for the OCT 
experiments shown in Fig. 3. The left panel shows the performance when trained 
and tested on the Houston Dataset (see Supplementary Table 1). The right panel 

shows the performance when trained on the Houston Dataset and tested on the 
SLIVER-net Dataset (see Supplementary Table 2). The dashed lines represent 
the corresponding biomarker’s positive-label prevalence, which is the expected 
performance of a random model. Box plot whiskers represent a 90% CI.
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Extended Data Fig. 2 | Precision-recall performance compared to clinical 
retina specialists’ assessment. Shown are the PR curves (blue) of SLIViT as an 
alternative scoring metric for the OCT experiments shown in Fig. 5. SLIViT was 
trained using less than 700 OCT volumes (Houston Dataset) and tested on an 
independent dataset (Pasadena Dataset). In each panel, the light-blue shaded 

area represents a 90% CI for SLIViT’s performance, the red dot represents 
the retina clinical specialists’ average performance, and the green asterisks 
correspond to the retina clinical specialists’ assessments. Two of the clinical 
specialists obtained the exact same performance score for IHRF classification.
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Extended Data Fig. 3 | SLIViT’s performance in a frame-shuffling experiment. 
Shown are the ROC AUC scores distribution of 101 SLIViT models in four 
single-task classification problems of AMD high-risk factors (DV, IHRF, SDD, 
and hDC) trained on volumetric-OCT dataset. One model was trained on the 
OCT dataset in its original form, while the other 100 models were trained on 
randomly shuffled copies of the dataset. The performance ranks of the former 

model (Original) compared to the performance distribution of the latter models 
(Shuffled) were 22, 34, 56, and 47 for DV, IHRF, SDD, and hDC, respectively. The 
expected performance of a random classifier is 0.5. Box plot whiskers extend to 
the 5th and the 95th ranked models (out of the 100 shuffled models’ performance 
distribution).
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Extended Data Fig. 4 | ImageNet and OCT B-scans pre-training contribution 
for OCT-related downstream learning tasks. Shown are the ROC (left) and 
PR (right) AUC scores across different fine-tuned models for volumetric-OCT 
classification tasks initialized with five different sets of weights. Combined, the 
proposed SLIViT’s initialization, is ImageNet weights initialization followed by 
supervised pre-training on the Kermany Dataset. ssCombined is an ImageNet 

weights initialization followed by self-supervised pre-training on an unlabeled 
version of the Kermany Dataset. The expected ROC AUC score of a random model 
is 0.5. The dashed lines represent the corresponding biomarker’s positive-label 
prevalence, which is the expected PR AUC score of a random model. Box plot 
whiskers represent a 90% CI.
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Extended Data Fig. 5 | ImageNet and OCT B-scans pre-training contribution 
for non-OCT-related downstream learning tasks. Shown are the performance 
scores for the volumetric ultrasound and MRI regression tasks (R2) and the 
volumetric CT classification task (ROC AUC) initialized with five different sets 
of weights. Combined, the proposed SLIViT’s initialization, is ImageNet weights 

initialization followed by supervised pre-training on the Kermany Dataset. 
ssCombined is an ImageNet weights initialization followed by self-supervised 
pre-training on an unlabeled version of the Kermany Dataset. The expected R2 
and ROC AUC of a random model are 0 and 0.5, respectively. Box plot whiskers 
represent a 90% CI.

http://www.nature.com/natbiomedeng


Nature Biomedical Engineering

Article https://doi.org/10.1038/s41551-024-01257-9

Extended Data Fig. 6 | Feature similarity analysis between various pre-
trained backbone projections. Shown are nine scatterplots of similarity 
analysis (CKA) when comparing the projections of a biomedical-imaging dataset 
induced by different biomedical-imaging pre-trained backbones. Each panel 
corresponds to a different pair of pre-trained backbones (upper- biomedical 

pairs; middle- biomedical and ImageNet pairs; lower- biomedical and random 
pairs). In each panel, each of the 768 dots represents the similarity score 
computed for the projections induced by the corresponding filter. A dot is red if 
it falls within the top 5% scores (and gray otherwise). The dashed lines show the 
average score measured for the color-corresponding set of dots.
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Extended Data Fig. 7 | 2D biomedical-imaging pre-training performance 
contribution for 3D OCT-related downstream learning tasks. Shown are the 
ROC AUC scores on four volumetric-OCT single-task classification problems. 
Four SLIViT models were evaluated in every classification problem. Each SLIViT 
model was initialized with ImageNet weights and then pre-trained on a 2D 

biomedical-imaging dataset of a different modality. The considered modalities 
were CT, X-ray, OCT, and Mixed (containing all the images from the CT, X-ray, and 
OCT datasets). SLIVER-net’s performance (Domain-specific) is borrowed from 
Fig. 3. The expected performance of a random model is 0.5. Box plot whiskers 
represent a 90% CI.
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Extended Data Fig. 8 | 2D biomedical-imaging pre-training performance 
contribution for 3D non-OCT-related downstream learning tasks. Shown are 
the performance scores for the volumetric ultrasound and MRI regression tasks 
(R2) and the volumetric CT classification task (ROC AUC). Four SLIViT models 
were evaluated in every learning problem. Each SLIViT model was initialized with 
ImageNet weights and then pre-trained on a 2D biomedical-imaging dataset 

of a different modality. The considered modalities were CT, X-ray, OCT, and 
Mixed (containing all the images from the CT, X-ray, and OCT datasets). The 
performance scores of the domain-specific methods were borrowed from Fig. 2. 
The expected R2 and ROC AUC of a random model are 0 and 0.5, respectively. 
Box plot whiskers represent a 90% CI.
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downloaded from https://www.ukbiobank.ac.uk under application number 33127. The 3D CT, the 2D CT, and the 2D X-ray datasets were downloaded from https://
medmnist.com.
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Reporting on race, ethnicity, or 
other socially relevant 
groupings

No socially constructed groupings were used in the analyses.

Population characteristics See above.

Recruitment A waiver of informed consent was granted, given the retrospective nature of the study. Patient imaging data were de-
identified.

Ethics oversight The OCT studies were reviewed and approved by the Ethics Committee of Retina Consultants Texas (Houston Methodist 
Hospital, Pro00020661:1 “Retrospective Prospective Analysis of Retinal Diseases”) and by the IRB of the University of 
California, Los Angeles (UCLA IRB # 15-000083). 

Note that full information on the approval of the study protocol must also be provided in the manuscript.
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